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Abstract 
In recent years, infectious respiratory illnesses have surpassed all other causes of death in the world. Pneumonia, 

Tuberculosis (TB) and COVID-19 are the most severe and prevalent infectious respiratory disorders caused by 

bacteria and virus that typically affect the lungs which can even lead to death. Currently, COVID-19 is ranked as 

the highest cause of death in recent years as the mortality rate crosses 6 million. The most interesting and 

complicating fact about these respiratory diseases are the similarity in their symptoms. So, it is necessary to 

classify all the three diseases which can be accomplished by applying deep learning techniques in Chest X Ray 

(CXR) images of patients. Deep learning based multi-level classification is carried out in this research to detect 

whether the patient is affected by Pneumonia or Tuberculosis or COVID-19. Features plays a major role in 

classification and so it is decided to develop a novel feature extraction technique namely “Fusion of Handcrafted 

and Deep features” (FHD). The proposed FHD technique generates a new ensemble Feature Vector (FV) by 

concatenating handcrafted and deep features and it achieves a classification accuracy of 96.2% using ensemble 

FV. Handcrafted features include texture features obtained from Gray-level co-occurrence matrix (GLCM), Grey 

Level Difference Matrix (GLDM) and Gray Level Size Zone Matrix (GLSZM). Extraction of deep features and 

classification is done by Modified XceptionNet. The results obtained using the proposed technique is reliable 

and effective, hence radiologists can utilize this method to detect lung disorders using CXR images. 
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Introduction   
Due to the increased prevalence and effective impact of various diseases, healthcare is now become the primary 

concern in people's daily lives as never before. Nowadays, millions of humans are affected and killed by 

numerous respiratory disorders like COVID-19, pneumonia, and tuberculosis (TB) each year. The ratio is 

anticipated to increase annually [1,56]. The global healthcare system has come under a lot of pressure as a result 

of the terrible pandemic known as COVID-19 and its exponentially increasing number of cases. It is also stated 

that more people died of various respiratory illnesses than COVID-19 during the pandemic. Prior to COVID-19, 

tuberculosis was the most fatal infectious disease, with a pronounced annual increase in the number of deaths. 

Another respiratory illness that can be fatal is pneumonia, which is also a severe type of pulmonary tuberculosis. 

Therefore, it is observed that Pneumonia and tuberculosis (TB) are similar deadly illnesses like COVID-19 

[26,53]. As a result, rapid and accurate diagnosis of these diseases is necessary for giving effective treatment 

and preserving lives [4,27]. The mortality rate of Pneumonia [22], TB [24] and COVID-19 [21] in 2020 and the 

mortality rate of COVID-19 from 2021 to 2023 is collected from World Health Organization (WHO) and shown 

in Figure 1.  

 
Figure 1. Mortality rates of Pneumonia, Tuberculosis and COVID-19 
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Medical image processing plays a noteworthy role in diagnosing various diseases [43]. In order to make a 

proper diagnosis, each disease must be precisely identified through the integration of methodologies and 

techniques that promote more efficient clinical diagnosis based on pictures generated by various imaging 

modalities, which are being used more frequently and successfully to diagnose illnesses [35]. Different forms of 

medical images are available namely Magnetic Resonance Imaging (MRI), Computerized Tomography (CT) 

imaging and X Ray imaging for analysis. Both MRI and CT scans are more effective at generating clear images, 

but they are also quite expensive and expose the patient to radiation. The Chest X Ray (CXR) images are 

therefore the preferable choice for identification of respiratory diseases or lung disorders. It is possible to 

classify three lung disorders namely Pneumonia, Tuberculosis and COVID-19 by analyzing CXR images of 

patients.  

 

Deep learning is highly efficient and produce better results for classification of CXR images [9]. Deep learning 

has achieved substantial advancements in feature learning and feature representations [19]. It generated 

possibilities for establishing an automated intelligent model for image related health care solutions [17]. For 

example, several deep learning-based analysis of medical images [2,31,34] was developed to automatically learn 

significant features from image for detection of diseases thereby preventing severe illness or disorders. The role 

of features is important in case of deep learning-based classification model. In this research work, a fused 

feature extraction technique is developed for deep learning based multi-level classification of diseases namely 

Tuberculosis, Pneumonia and COVID-19.  

 

Related Work 
Classification of Chest X Ray images can be done by extracting hand crafted features manually or deep features 

which can be automatically extracted using neural networks in the deep learning models. A survey of existing 

techniques for extracting features from X ray images was presented by Salau et al. [44]. It is observed from the 

survey that most of the researchers utilized Gray Level Difference Statistics (GLDS) features for classification. 

One of the main components of images is colour, which is specified using any of the following colour spaces or 

models like Red Green Blue (RGB) and Hue Saturation Value (HSV) etc. [40]. These features can be used for 

the purpose of classification. An extensive survey of methods to extract texture features from the images was 

presented by Humeau et al. [25]. Both the fuzzy set theoretical approach and the histogram pixel method of 

extraction have been used however they are incredibly unsuited to noisy situations [50]. Features such as Global 

texture (curvelet) features and colour features can be used for image retrieval [54],[49] and for image 

classification. Rakshit et al. [41] coupled texture features with colour features to improve faster image retrieval 

and the same features can also be utilized for classification. A comparative analysis of various approaches for 

extracting features from images was presented by Ghosh et al. [16].  Feature extraction techniques such as 

statistical methods [8], [42], [12] can be used to extract some properties which are not identified easily. This 

contains neighbourhood grey tone difference, First Order Statistics (FOS), Grey Level Co-Occurrence Matrix 

(GLCM), and Grey Level Run Length Matrix (GLRLM). 

 

A specialized deep network coupled with single transfer learning method was implemented to construct a 

mobile application namely “MobApp4InfectiousDisease”[32]. As a result of experimentation, 

MobApp4InfectiousDisease achieves accuracy of 97.72% and the outcomes are also compared with traditional 

methods. Deep learning based multi classification system for automatic classification of CXR images was 

created by Malik et al. [38]. The system helps to classify or identify diseases such as Lung Cancer (LC), 

Pneumothorax, Tuberculosis (TB), Pneumonia and COVID-19. Detection of COVID-19 and related illnesses 

was done by Chest Disease Classifier Network (CDC Net), a Convolutional Neural Network (CNN) which 

includes residual network ideas with dilated convolution. In order to classify and identify pulmonary disorders 

including COVID-19, pneumonia and tuberculosis, deep features from CXR images are extracted using a deep 

neural network (DNN) model [9]. Deep networks such as ResNet50, ResNet152V2, InceptionV3 and 

MobileNetV2 are used in the proposed DNN model. A deep transfer learning based Conditional Generative 

Adversarial Network (cGAN) is utilized to categorize CXR images into six types namely Normal, Pneumonia, 

Tuberculosis, COVID-Mild, COVID-Medium, and COVID-Severe [37]. A Convolutional Neural Network 

(CNN) model is utilized by Bhandari et al. [7] to detect Pneumonia, COVID-19 and Tuberculosis by analyzing 

CXR images. The authors integrate CNN model with eXplainable Artificial Intelligence (XAI) framework and 

achieves an accuracy of 94.54%.  
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A hybrid deep network is built by concatenating two models namely VGG16 and VGG19 to detect diseases 

namely COVID-19, Pneumonia and Tuberculosis. Hybrid models extract deep features from CXR images and 

achieves an accuracy of 99.66% [15].  To classify COVID-19, a deep learning model with two phases namely 

“Mask Attention Network (MANet)” was developed by Xu et al. [55]. “MANet” classifies COVID-19 from 

classes like Normal, Tuberculosis (TB), Bacterial Pneumonia (BP), and Viral Pneumonia (VP). Mask Attention 

Network is integrated with architectures of Convolutional Neural Network namely ResNet34, ResNet50, 

VGG16, and Inceptionv3. Out of all classifiers, ResNet50 with MANet provides better accuracy which is 

96.32%. To classify diseases such as Pneumonia, Tuberculosis and COVID-19, Kong et al. [29] developed a 

deep learning model by implementing feature fusion of Dense Convolutional Network (DNN) and VGG16. 

Sultana et al. [48] introduced a framework to classify diseases such as COVID-19, Tuberculosis,  Pneumonia 

using Deep Convolutional Neural Network (DNN). A deep transfer learning network to classify Pneumonia, 

COVID-19, Tuberculosis namely “DenResCov-19” is developed by Mamalakis et al. [36]. DenResCov-19 is 

generated by combining DenseNet -121 and ResNet -50 networks. Using CXR images, DenResCov-19 can 

determine whether the person is normal or affected by COVID-19, pneumonia, TB. 

 

Materials And Methodology  
This section describes about the Dataset description and the steps involved in multi-level lung disease 

classification. The outline of the research work is shown in Figure 2. Chest X ray images of several lung 

disorders such as COVID-19, Tuberculosis and Pneumonia are obtained from NIH database. The collected CXR 

images undergo preprocessing and data augmentation so that the images can be resized and normalized. Then, 

the features are extracted from CXR images using fused feature extraction technique. Finally, multi-level 

classification is performed using the fused features and the performance is evaluated using various metrics. 

    

 
Figure 2. Overview of the work 

 

XceptionNet produces a 10x10x2048 feature map at the last feature extraction layer. In the proposed model, 

deep features are passed through convolution layer, max pooling layer and dense layers, then the features are 

concatenated with the handcrafted features and fed into the classifier for multi-level classification.  

 

Dataset Description 

The dataset used for training and testing in this research is accessible to everyone on National Institute of Health 

(NIH) - Kaggle [23]. Few sample input images are collected from Kaggle dataset is shown in Figure 3. The 

Kaggle dataset is made up of several smaller datasets which includes the categories namely Normal, 

Tuberculosis, Pneumonia and COVID-19. 
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Figure 3. Sample images from the Dataset 

 

Total number of CXR images acquired from the dataset is 16000. The dataset is split into training data and 

testing data where 70% is for training and 30% is for testing. The details of the dataset with classes and number 

of images is shown in Table 1.  

 

Table 1. Dataset Description 

Dataset Class 
No. of images in 

the class 

No. of images 

for training set 

No. of images 

for testing set 

NIH 

(Kaggle) 

Normal 2228 1560 668 

Tuberculosis 5352 3746 1606 

Pneumonia 

Bacterial 

Pneumonia 
2856 1999 857 

COVID-19 5564 3895 1669 

 

 

3.2      Data pre-processing  

Several algorithms require input images with different size and formats and so the images must be normalized 

according to the standards of deep learning models. Data pre-processing helps to resize the original input CXR 

images. In pre-processing, the input images with different original sizes are processed and resized uniformly by 

altering the dimensions of the image to 299 × 299 pixels. 

 

3.3  Data augmentation 

Deep learning models usually need lot of training data. Image augmentation is the technique to enhance the 

diversity and sufficiency of training data by applying random modifications such as image rotation and image 

flipping etc. Image augmentation helps to develop an efficient deep learning model. The performance of the 

model is directly proportional to the size of the training data. In this research, three augmentation techniques are 

utilized: Image rotation with an angle between − 10 and + 10 degrees, horizontal flips and then image noising. 

After applying data augmentation technique, the model is more efficient and flexible to informational changes.  

 

Proposed Feature Extraction technique - Fusion of Handcrafted and Deep features (FHD)  

The proposed FHD technique combines handcrafted features with deep features extracted from CXR images. 

Handcrafted features are extracted manually from the images whereas deep features are extracted automatically 
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by the deep network models. Both handcrafted features and deep features has its own advantages and offer 

better classification outcomes. The combination of both set of features can improve the performance of 

classification.   

 

Handcrafted Features 

Handcrafted features are the features that can be extracted using the direct information present in the images. In 

this research, feature extraction technique extracts 50 texture features as handcrafted features from CXR images 

by using methods such as Gray-Level Co-occurrence Matrix (GLCM), Gray Level Difference Matrix (GLDM) 

and Gray Level Size Zone Matrix (GLSZM).  

 

Gray-Level Co-occurrence Matrix (GLCM) 

Gray-Level Co-occurrence Matrix is a technique for analyzing texture of an image. The relationship between 

adjacent pixels which has varied grey level intensities, angles, and distances is represented by GLCM. GLCM 

extracts texture features from the image by generating a histogram of co-occurring gray scale values [18]. In 

general, GLCM extracts features such as correlation, dissimilarity, and homogeneity etc. GLCM helps to extract 

20 features from CXR images. The features along with the formula is listed in Table 2. 

 

Table 2. Features extracted using GLCM 

Sl.No. 
Feature 

Label 
Feature Formula 

1 ENE Energy 𝐸𝑁𝐸 = ∑ {∑ {[𝑃𝑚,𝑛]
2

}

𝐶𝑔

𝑛=1

}

𝐶𝑔

𝑚=1

 

2 ENT Entropy 𝐸𝑁𝑇 = − ∑ {∑{𝑃𝑚,𝑛. 𝑙𝑛[𝑃𝑚,𝑛]}

𝐶𝑔

𝑛=1

}

𝐶𝑔

𝑚=1

 

3 CONT Contrast 𝐶𝑂𝑁𝑇 = ∑ {∑{(𝑚 − 𝑛).

𝐶𝑔

𝑛=1

𝑃𝑚,𝑛}}

𝐶𝑔

𝑚=1

 

4 CRN Correlation 𝐶𝑅𝑁 =
∑ {∑ {{𝑚. 𝑛. 𝑃𝑚,𝑛}

𝐶𝑔

𝑛=1 } − 𝑢𝑖
𝐶𝑔

𝑚=1 . 𝑢𝑗

𝑣𝑖 . 𝑣𝑗

 

5 H Homogeneity 𝐻 = ∑
𝑃𝑚

1 + |𝑚|2

𝐶𝑔

𝑚=1

 

6 ASM 
Angular Second 

Moment 
 𝐴𝑆𝑀 = ∑ {∑ {(𝑃𝑚,𝑛)

2
}

𝐶𝑔

𝑛=1

}

𝐶𝑔

𝑚=1

 

7 SSV 
Sum of Squares 

variance 
 𝑆𝑆𝑉 = ∑ {∑{(𝑚 − 𝑢)2. 𝑃𝑚,𝑛}

𝐶𝑔

𝑛=1

}

𝐶𝑔

𝑚=1

 

8 IDM 
Inverse Different 

Moment 
  𝐼𝐷𝑀 = ∑ {∑ {

1

1 + (𝑚 − 𝑛)2
. 𝑃𝑚,𝑛}

𝐶𝑔

𝑛=1

}

𝐶𝑔

𝑚=1

 

9 SAVE Sum Average 𝑆𝐴𝑉𝐸 = ∑ 𝑘. 𝑃𝑖+𝑗

2−𝐶𝑔

𝑘=2

(𝑘) 

10 SVAR Sum Variance 𝑆𝑉𝐴𝑅 = ∑ {(𝑘 − 𝑆𝐴𝑉𝐸)2

2−𝐶𝑔

𝑘=2

. 𝑃𝑖+𝑗(𝑘)} 

11 SENT Sum Entropy   𝑆𝐸𝑁𝑇 = ∑ {

2−𝐶𝑔

𝑘=2

𝑃𝑖+𝑗(𝑘). ln [𝑃𝑖+𝑗(𝑘)]} 
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GLCM matrix is represented as Pm,n where m and n are the gray level values of the image respectively. Cg 

refers to the number of discrete gray levels in the image. For the feature correlation, the following formulas can 

be used. 

 

𝑃𝑖+𝑗(𝑘) = ∑ ∑ 𝑃𝑚𝑛

𝐶𝑔

𝑛=1

𝐶𝑔

𝑚=1
     where m+n=k, k=2,3,……….2𝐶𝑔 (1) 

             𝑃𝑖−𝑗(𝑘) = ∑ ∑ 𝑃𝑚𝑛

𝐶𝑔

𝑛=1

𝐶𝑔

𝑚=1
      where m-n=k, k=0,1,……….𝐶𝑔-1 (2) 

𝑢𝑖 = ∑ {𝑚. ∑ {
𝐶𝑔

𝑛=1
𝑃𝑚,𝑛}}

𝐶𝑔

𝑚=1
   (3) 

𝑢𝑗 = ∑ {𝑛. ∑ {
𝐶𝑔

𝑛=1
𝑃𝑚,𝑛}}

𝐶𝑔

𝑛=1
                                                                            (4) 

𝑣𝑖 = (∑ {(𝑚 − 𝑢𝑖)
2 . ∑ {

𝐶𝑔

𝑛=1
𝑃𝑚,𝑛}}

𝐶𝑔

𝑚=1
)

1/2

   (5) 
 

                𝑣𝑗 = (∑ {(𝑛 − 𝑢𝑗)
2. ∑ {

𝐶𝑔

𝑚=1
𝑃𝑚,𝑛}}

𝐶𝑔

𝑛=1
)

1/2

  
(6) 

  

 (6) 

 

Gray Level Dependence Matrix   

Gray Level Dependence Matrix (GLDM) [51] measures the dependencies within the gray levels of an image. 

The matrix is used to determine the number of voxels (pixel + volume) depend on the central voxel of the 

image. Let P (m,n) be the Gray level dependence matrix, (m,n)th element describes the frequency of voxels with 

gray level m dependent voxels n in its neighbourhood present in the image.  

 

Let D be the input image. Let D_g be the number of discrete intensity values in D, D_d quantifies the discrete 

dependency sizes in D and D_z refers to the amount of dependency zones in D. The texture features extracted 

using GLDM are listed in Table 3.  

12 DVAR Difference Variance    𝐷𝑉𝐴𝑅 = − ∑ {(𝑘 − 𝑢𝑖−𝑗)2

𝐶𝑔−1

𝑘=0

. 𝑃𝑖−𝑗(𝑘)} 

13 DENT Difference Entropy 𝐷𝐸𝑁𝑇 = − ∑ {

𝐶𝑔−1

𝑘=0

𝑃𝑖−𝑗(𝑘). ln [𝑃𝑖−𝑗(𝑘)]} 

14 IC Information Correlation 𝐼𝐶 =
𝐸𝑛𝑡 − 𝐸𝑛𝑡𝑖𝑗,1

max {𝐸𝑛𝑡𝑖; 𝐸𝑛𝑡𝑗}
 

15 AC Auto Correlation  𝐴𝐶 = ∑ {∑{𝑚. 𝑛. 𝑃𝑚,𝑛}

𝐶𝑔

𝑛=1

}

𝐶𝑔

𝑚=1

 

16 DS Dissimilarity   𝐷𝑆 = ∑ {∑{|𝑚 − 𝑛|. 𝑃𝑚,𝑛}

𝐶𝑔

𝑛=1

}

𝐶𝑔

𝑚=1

 

17 CS Cluster Shade     𝐶𝑆 = ∑ {∑{(𝑚 + 𝑛 − 𝑢𝑖 − 𝑢𝑗)3. 𝑃𝑚,𝑛}

𝐶𝑔

𝑛=1

}

𝐶𝑔

𝑚=1

 

18 CP Cluster Prominence    𝐶𝑃 = ∑ {∑{(𝑚 + 𝑛 − 𝑢𝑖 − 𝑢𝑗)4. 𝑃𝑚,𝑛}

𝐶𝑔

𝑛=1

}

𝐶𝑔

𝑚=1

 

19 MP Maximum Probability 
   𝑀𝑃 = 𝑚𝑎𝑥 {𝑃𝑚,𝑛} 

                 𝑚, 𝑛  

20 ID Inverse Difference 𝐼𝐷 = ∑ {∑ {
1

1 + (𝑚 − 𝑛)
. 𝑃𝑚,𝑛}

𝐶𝑔

𝑛=1

}

𝐶𝑔

𝑚=1
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Table 3. Features extracted using GLDM 

Sl.No. 
Feature 

Label 
Feature Formula 

1 SDE Small Dependence Emphasis 𝑆𝐷𝐸 =  
∑ ∑

𝑃𝑚,𝑛

𝑚2
𝐷𝑑
𝑛=1

𝐷𝑔

𝑚=1

𝐷𝑧

 

2 LDE Large Dependence Emphasis 𝐿𝐷𝐸 =  
∑ ∑ 𝑃(𝑚, 𝑛)𝑛2𝐷𝑑

𝑛=1

𝐷𝑔

𝑚=1

𝐷𝑧

 

3 GLN Gray Level Non-Uniformity 𝐺𝐿𝑁 =  
∑ (∑ 𝑃(𝑚, 𝑛)

𝐷𝑑
𝑛=1 )

2𝐷𝑔

𝑚=1

𝐷𝑧

 

4 DN Dependence Non-Uniformity 𝐷𝑁 =  
∑ (∑ 𝑃(𝑚, 𝑛)

𝐷𝑔

𝑚=1 )
2𝐷𝑑

𝑛=1

𝐷𝑧

 

5 DNN 
Dependence Non-Uniformity 

Normalized 𝐷𝑁𝑁 =  
∑ (∑ 𝑃(𝑚, 𝑛)

𝐷𝑔

𝑚=1 )
2𝐷𝑑

𝑛=1

𝐷𝑧
2  

6 GLV Gray Level Variance 

𝐺𝐿𝑉 = ∑ ∑ 𝑃(𝑚, 𝑛) (𝑚

𝐷𝑑

𝑛=1

𝐷𝑔

𝑚=1

− ( ∑ ∑ 𝑚𝑃(𝑚, 𝑛) 

𝐷𝑑

𝑛=1

𝐷𝑔

𝑚=1

) 

7 DV Dependence Variance 

𝐷𝑉 = ∑ ∑ 𝑃(𝑚, 𝑛) (𝑛

𝐷𝑑

𝑛=1

𝐷𝑔

𝑚=1

− ( ∑ ∑ 𝑛𝑃(𝑚, 𝑛) 

𝐷𝑑

𝑛=1

𝐷𝑔

𝑚=1

) 

8 DE Dependence Entropy 𝐷𝑉 = − ∑ ∑ 𝑃(𝑚, 𝑛) (𝑙𝑜𝑔2

𝐷𝑑

𝑛=1

(

𝐷𝑔

𝑚=1

𝑝(𝑚, 𝑛)+∈) 

9 LGLE Low Gray Level Emphasis 𝐿𝐺𝐿𝐸 =  
∑ ∑

𝑃(𝑚, 𝑛)
𝑚2

𝐷𝑑
𝑛=1

𝐷𝑔

𝑚=1

𝐷𝑧

 

10 HGLE High Gray Level Emphasis 𝐻𝐺𝐿𝐸 =  
∑ ∑ 𝑃(𝑚, 𝑛)𝑚2𝐷𝑑

𝑛=1

𝐷𝑔

𝑚=1

𝐷𝑧

 

11 SDLGLE 
Small Dependence Low Gray Level 

Emphasis 𝑆𝐷𝐿𝐺𝐿𝐸 =  
∑ ∑

𝑃(𝑚, 𝑛)
𝑚2𝑛2

𝐷𝑑
𝑛=1

𝐷𝑔

𝑚=1

𝐷𝑧

 

12 SDHGLE 
Small Dependence High Gray Level 

Emphasis 𝑆𝐷𝐻𝐺𝐿𝐸 =  
∑ ∑

𝑃(𝑚, 𝑛)𝑚2

𝑛2
𝐷𝑑
𝑛=1

𝐷𝑔

𝑚=1

𝐷𝑧

 

13 LDLGLE 
Large Dependence Low Gray Level 

Emphasis 𝐿𝐷𝐿𝐺𝐿𝐸 =  
∑ ∑

𝑃(𝑚, 𝑛)𝑛2

𝑚2
𝐷𝑑
𝑛=1

𝐷𝑔

𝑚=1

𝐷𝑧
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14 LDHGLE 
Large Dependence High Gray Level 

Emphasis 𝐿𝐷𝐻𝐺𝐿𝐸 =  
∑ ∑ 𝑃(𝑚, 𝑛)𝑚2𝑛2𝐷𝑑

𝑛=1

𝐷𝑔

𝑚=1

𝐷𝑧

 

 

 

Where ∈ is the arbitrarily small positive number (~2.2 X 10-16), P(m,n) represents the dependence matrix and 

p(m,n) indicates the normalized dependence matrix. 

𝑝(𝑚, 𝑛) =
𝑃(𝑚, 𝑛)

𝐷𝑧
 

(7) 

 

 

Number of dependency zones (D_Z) in the D is calculated using following equation 

𝐷𝑍 = ∑ ∑ 𝑃(𝑚, 𝑛)

𝐷𝑑

𝑛=1

𝐷𝑔

𝑚=1

 
(8) 

 

 

Gray Level Size Zone Matrix     

Gray Level Size Zone Matrix (GLSZM) [3] represents or measures the gray level zone in an image. The 

quantity of connected voxels with the same gray level intensity makes up a gray level zone. Let us consider 

P(m,n) refers to gray level size zone matrix where (m,n)th element refers to the amount of zones which has gray 

level m and size n in the image.  

 

Let S be the input image. Let S_g be the number of discrete intensity values in S, S_s be the number of discrete 

zone sizes in S and S_z refers to the number of zones in S. The list of features extracted using GLSZM is shown 

in Table 4.  

 

Table 4. Features extracted using GLSZM 

Sl.No. 
Feature 

Label 
Feature Formula 

1 SAE Small Area Emphasis 𝑆𝐷𝐸 =  
∑ ∑

𝑃𝑚,𝑛

𝑚2
𝑆𝑠
𝑛=1

𝑆𝑔

𝑚=1

𝑆𝑧

 

2 LAE Large Area Emphasis 𝐿𝐷𝐸 =  
∑ ∑ 𝑃(𝑚, 𝑛)𝑛2𝑆𝑠

𝑛=1

𝑆𝑔

𝑚=1

𝑆𝑧

 

3 GLN Gray Level Non-Uniformity  𝐺𝐿𝑁 =  
∑ (∑ 𝑃(𝑚, 𝑛)

𝑆𝑠
𝑛=1 )

2𝑆𝑔

𝑚=1

𝑆𝑧

 

4 GLNN 
Gray Level Non-Uniformity 

Normalized 𝐺𝐿𝑁𝑁 =  
∑ (∑ 𝑃(𝑚, 𝑛)

𝑆𝑠
𝑛=1 )

2𝑆𝑔

𝑚=1

𝑆𝑧
2  

5 SZN Size Zone Non-Uniformity  𝑆𝑍𝑁 =  
∑ (∑ 𝑃(𝑚, 𝑛)

𝑆𝑔

𝑚=1 )
2

𝑆𝑠
𝑛=1

𝑆𝑧
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6 SZNN Size Zone Non-Uniformity Normalized 𝑆𝑍𝑁𝑁 =  
∑ (∑ 𝑃(𝑚, 𝑛)

𝑆𝑔

𝑚=1 )
2

𝑆𝑠
𝑛=1

𝑆𝑧
2  

7 ZP Zone Percentage 𝑍𝑃 =
𝑁𝑧

𝑁𝑝

 

8 GLV Gray Level Variance 

𝐺𝐿𝑉 =  ∑ ∑ 𝑝(𝑚, 𝑛)(𝑚

𝑆𝑠

𝑛=1

𝑆𝑔

𝑚=1

− ( ∑ ∑ 𝑝(𝑚, 𝑛)𝑚

𝑆𝑠

𝑛=1

𝑆𝑔

𝑚=1

))2 

9 ZV Zone Variance  

𝑍𝑉 = ∑ ∑ 𝑝(𝑚, 𝑛)(𝑚

𝑆𝑠

𝑛=1

𝑆𝑔

𝑚=1

− ( ∑ ∑ 𝑝(𝑚, 𝑛)𝑛

𝑆𝑠

𝑛=1

𝑆𝑔

𝑚=1

))2  

10 ZE Zone Entropy  𝑍𝐸 = ∑ ∑ 𝑃(𝑚, 𝑛) (𝑙𝑜𝑔2

𝑆𝑠

𝑛=1

(

𝑆𝑔

𝑚=1

𝑝(𝑚, 𝑛)+∈) 

11 LGLZE Low Gray Level Zone Emphasis 𝐿𝐺𝐿𝑍𝐸 =  
∑ ∑

𝑃(𝑚, 𝑛)
𝑚2

𝑆𝑠
𝑛=1

𝑆𝑔

𝑚=1

𝑆𝑧

 

12 HGLZE High Gray Level Zone Emphasis 𝐻𝐺𝐿𝐸 =  
∑ ∑ 𝑃(𝑚, 𝑛)𝑚2𝑆𝑠

𝑛=1

𝑆𝑔

𝑚=1

𝑆𝑧

 

13 SALGLE Small Area Low Gray Level Emphasis 𝑆𝐴𝐿𝐺𝐿𝐸 =  
∑ ∑

𝑃(𝑚, 𝑛)
𝑚2𝑛2

𝑆𝑠
𝑛=1

𝑆𝑔

𝑚=1

𝑆𝑧

 

14 SAHGLE Small Area High Gray Level Emphasis 𝑆𝐴𝐻𝐺𝐿𝐸 =  
∑ ∑

𝑃(𝑚, 𝑛)𝑚2

𝑛2
𝑆𝑠
𝑛=1

𝑆𝑔

𝑚=1

𝑆𝑧

 

15 LALGLE Large Area Low Gray Level Emphasis 𝐿𝐴𝐿𝐺𝐿𝐸 =  
∑ ∑

𝑃(𝑚, 𝑛)𝑛2

𝑚2
𝑆𝑠
𝑛=1

𝑆𝑔

𝑚=1

𝑆𝑧

 

16 LAHGLE Large Area High Gray Level Emphasis 𝐿𝐴𝐻𝐺𝐿𝐸 =  
∑ ∑ 𝑃(𝑚, 𝑛)𝑚2𝑛2𝑆𝑠

𝑛=1

𝑆𝑔

𝑚=1

𝑆𝑧

 

 
Where ∈ is the arbitrarily small positive number (~2.2 X 10-16), P(m,n) refers to the size zone matrix and p(m,n) 

is the normalized size zone matrix. 

𝑝(𝑚, 𝑛) =
𝑃(𝑚, 𝑛)

𝑆𝑧
 

(9) 
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The number of zones (S_Z) in the image is computed using the following equation 

The number of zones (𝑆𝑍) in the image is computed using the following equation 

 

Deep features 

Deep features are extracted using Modified XceptionNet [14], a Convolutional Neural Network (CNN) model. 

XceptionNet architecture with depth-wise separable convolutions was introduced by Chollet [9]. It is also 

identified that XceptionNet provides better results on ImageNet dataset [11][30]. Each deep learning model 

consists of feature extraction layer which are placed in front of the dense layers. The feature extraction layer is 

utilized to extract features whereas the dense layers are intended for classification. In order to extract features, 

XceptionNet architecture consists of 36 convolutional layers. The 36 convolution layers of XceptionNet is 

organized into 14 different modules which are connected to one another by linear skips except the first and last 

module. The features from the input CXR are extracted using the convolution layers. The depth wise separable 

convolutions together with the residual connection makes the XceptionNet to learn and extract features 

efficiently [46]. In XceptionNet, depth wise separable convolutions initially perform spatial convolutions on 

each channel of input layer and then apply point wise convolution in order to merge the various outputs of 

channel into single one. The 36 convolutional layers of XceptionNet is divided into three modules which are as 

follows. 

 

Entry flow contains 8 convolution layers 

Middle flow includes 24 convolution layers which are contained in eight blocks with three layers each.  

Exit flow contains 4 convolution layers.  

Modified XceptionNet consists of an additional convolutional layer and Max pooling layer. The input image 

sequentially moves through all the three modules. In this research work, 256 deep features are extracted using 

Modified XceptionNet.  

 

Fusion of Handcrafted and Deep features 

The set of features extracted from CXR images are called as Feature Vector. The performance of the classifier 

strongly depends on the input Feature Vector. The handcrafted Feature Vector and the Deep Feature Vector are 

fused together and fed into Modified XceptionNet classifier to obtain the classified output. This concatenation 

of Feature Vectors provides better classification results than individual Feature Vector as integration of two 

different Feature Vectors take the advantages of different feature extraction methods. Independent Feature 

Vector acquired using proposed FHD feature extraction technique is defined in Equation 9 which represents 50 

gray level-based texture features extracted from input CXR images. Feature Vector obtained using Modified 

XceptionNet model is defined in Equation 10 which represents 256 deep features extracted from the input CXR 

images. A new Feature Vector is generated by the concatenation of individual Feature Vectors and is defined in 

Equation 11. 

 
 

 

Where MX refers to Modified XceptionNet, N represents number of classes. For triclass classification, the value 

of N is 3 and the value is 2 for binary classification and EFV represents the Ensemble Feature Vector 

 

𝑆𝑍 = ∑ ∑ 𝑃(𝑚, 𝑛)

𝑆𝑠

𝑛=1

𝑆𝑔

𝑚=1

 
     (10) 

 

𝐹𝑉𝐹𝐺𝐿𝑇(𝑁×50) = (𝐹𝐺𝐿𝑇𝑁×1, 𝐹𝐺𝐿𝑇𝑁×2, 𝐹𝐺𝐿𝑇𝑁×3 … … … . 𝐹𝐺𝐿𝑇𝑁×50) (9) 

𝐸𝐹𝑉𝑁×306 = ∑(𝐹𝑉𝐹𝐺𝐿𝑇 , 𝐹𝑉𝑀𝑋)

𝑁

𝑖=1

 

𝐹𝑉𝑀𝑋(𝑁×256) = (𝑀𝑋𝑁×1, 𝑀𝑋𝑁×2, 𝑀𝑋𝑁×3 … … … . 𝑀𝑋𝑁×256) (10) 

(11) 
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Multi-level classification using Deep learning 

Multi-level classification consists of two phases which are named as first level and second level of 

classification. The first level is for classification of input CXR images into 3 classes namely Normal, 

Tuberculosis and Pneumonia. Taking the pneumonia classified CXR images as input, the second level of 

classification is used to classify the types of pneumonia into 2 classes namely Bacterial pneumonia and COVID-

19. The flow of multi-level classification is shown in Figure 4.  

                                       

 
Figure 4. Multi-level classification 

  

After the fusion of handcrafted and deep features, a Modified XceptionNet was built and the network is trained 

for Triclass classification with three classes (Normal, Tuberculosis and Pneumonia). After the training of model, 

it was tested using the testing set. Images which are identified as pneumonia in the first level classification are 

saved and the same is used as testing set in second level binary classification to classify the pneumonia images 

into bacterial pneumonia or COVID-19. The pseudocode of the proposed method is provided below.  
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The parameters utilized in the proposed method are shown in Table 5. 

 

Table 5. Parameters for classification using Modified XceptionNet 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Based on Table 5, Categorical Cross entropy loss function and Nadam optimizer is utilized to train the modified 

XceptionNet. Nadam is used to optimize the training process of modified XceptionNet which helps to improve 

the accuracy and running time of the neural network. In each training phase, the neural network is trained with 

100 epochs. The learning rate and the batch size was set to 0.01 and 32 respectively.  

 

Experimental Results and Performance Evaluation of proposed FHD 
The input CXR images are acquired from NIH - Kaggle dataset [23] and the details about the number of samples 

in each class is provided in Table 1.  

 

Performance Metrics 

The performance of the proposed FHD feature extraction technique is evaluated with Modified XceptionNet 

using performance metrics such as Accuracy, Precision, Recall, Specificity, F-measure and Error rate. The 

formula to compute performance metrics is shown in Table 6. 

 

Table 6. Performance Metrics 

Metrics Description Formula 

Accuracy 
Ratio of number of correct predictions or observations 

to all observations 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

Precision 
Proportion of number of true positive predictions to the 

sum of expected true positive observations 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Recall 
Ratio of number of correctly predicted true positives to 

all correct observations  
𝑅𝑒𝑐𝑎𝑙𝑙 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

Specificity 
Ratio of amount of true negative predictions to the 

number of wrong observations 
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =

𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

F-measure 

Weighted average of Precision and Recall and this 

score accounts for both false positives and false 

negatives 
𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ∗

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

Error  

Rate 

Refers to the number of observations that are 

misclassified.  
𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 = 1 −

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

 

Where TP, TN, FP and FN refer to True Positive, True Negative, False Positive and False Negative respectively.  

The confusion matrix [6] is a matrix with TP,TN,FP and FN as its elements and helps to calculate the 

performance metrics to evaluate the classification model. The confusion matrix of first level classification using 

Modified XceptionNet and proposed FHD with classes Normal, Tuberculosis and Pneumonia is shown in Figure 

5 and the confusion matrix for second level classification using Modified XceptionNet and proposed FHD with 

classes Bacterial pneumonia and COVID-19 is given in Figure 6. 

    

 

Parameters Value 

Image Shape 299X299X3 

Data Augmentation RandAugment 

Base Model Modified XceptionNet 

Classifier Softmax 

Optimizer Nadam  

Loss function Categorical Crossentropy 

Class Triclass and Binary class 

Learning rate 0.01 

Dropout 0.5 

Epoch 25 to 100 

Batch Size 32 
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Figure 5. Confusion matrix for Triclass using 

Modified XceptionNet and proposed FHD 

 
Figure 6. Confusion matrix for Binary class using  

Modified XceptionNet and proposed FHD 

 

Figure 5 represents the confusion matrix of first level classification which contains 3 classes. From the figure, it 

is observed that the Modified XceptionNet model with the proposed FHD correctly predicts 1849 images as 

Normal class out of 2210 images whereas 359 normal images are assumed as tuberculosis and 2 normal images 

are assumed as pneumonia. The model correctly identifies 5308 images as Tuberculosis class out of 5370 while 

42 images are wrongly identified as Normal and 20 images are wrongly identified as pneumonia. 8210 images 

out of 8420 images are correctly predicted as pneumonia class whereas the remaining 210 images are assumed 

as normal class. Second level classification is the binary classification with classes Bacterial pneumonia and 

COVID-19. Confusion matrix for second level of classification is presented in Figure 6. In Bacterial pneumonia 

class, 2625 images are correctly predicted as Bacterial pneumonia and 126 images are wrongly predicted as 

COVID-19. Similarly, in COVID-19 class, 5274 images are classified correctly as COVID-19 whereas 185 

images are wrongly predicted as Bacterial pneumonia. The performance metrics are calculated and the results 

are presented in Table 6 and Table 7.  

 

Experimental results of the proposed FHD with Modified XceptionNet classifier is presented in Table 6. It is 

observed that the concatenation of handcrafted and deep features outperforms individual set of features for both 

first level and second level classification. Fused features provide an accuracy of 96% for triclass classification 

which is the first level classification and 96.2% for binary classification which belongs to second level 

classification. 

 

Table 6. Experimental results of proposed FHD with Modified XceptionNet classifier 

Classification Feature set Method Accuracy Precision Recall Specificity 
F-

measure 

Error 

Rate 

First Level 

classification 

Handcrafted 

Features 

GLCM 92.40 89.92 90.14 92.96 90.46 7.60 

GLDM 90.88 88.26 89.10 90.98 88.80 9.12 
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(HF) GLSZM 89.67 86.42 87.56 89.92 87.72 10.33 

Deep 

Features 

(DF) 

Modified 

XceptionNet 
94.20 91.18 92.26 94.92 92.34 5.80 

Fused 

Features 
HF+DF 96.04 93.65 94.59 96.78 94.12 3.96 

Second Level 

classification 

Handcrafted 

Features 

(HF) 

GLCM 94.26 92.88 93.10 94.98 94.38 5.74 

GLDM 92.62 90.44 91.42 92.88 92.46 7.38 

GLSZM 90.82 88.16 89.67 90.99 90.68 9.18 

Deep 

Features 

(DF) 

Modified 

XceptionNet 
95.40 93.29 92.34 95.82 95.66 4.60 

Fused 

Features 
HF+DF 96.20 94.08 94.61 96.99 94.34 3.80 

 

Table 7. Experimental results of proposed FHD with various classifiers 

 

It is inferred from Table 7 that, Modified XceptionNet provides better classification than other deep learning 

models for both level of classification. Modified XceptionNet outperforms other models and provides an 

average accuracy of 96.2%. Comparison of average accuracy of all the four deep learning models for 

handcrafted features, deep features and the proposed fused features is presented in Figure 7. 

 

84

86

88

90

92

94

96

98

VGG-16 ResNet50 MobileNetV2 XCeptionNet

Handcrafted features

Deep features

Fused features

A
cc

u
ra

cy
 (

%
)

Deep learning models

Classification 

Deep 

learning 

model 

Accuracy Precision Recall Specificity F-measure 
Error 

Rate 

First level 

classification 

VGG16 92.28 90.00 90.64 92.94 90.22 7.72 

ResNet50 88.68 86.29 90.12 88.96 86.82 11.32 

MobileNetV2 94.28 92.14 93.46 94.88 93.10 5.72 

Modified 

XceptionNet 
96.04 93.65 94.59 96.78 94.12 3.96 

Second level 

classification 

VGG16 94.62 92.68 93.19 94.98 92.94 5.38 

ResNet50 90.92 88.88 89.23 90.99 89.10 9.08 

MobileNetV2 96.00 94.68 94.92 96.16 94.88 4.00 

Modified 

XceptionNet 
96.20 94.08 94.61 96.99 94.34 

3.80 
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Figure 7. Average accuracy of deep learning models for handcrafted, deep and fused features 

 

The proposed fused features provide better classification accuracy in all deep learning models except ResNet50. 

It is also observed that Modified XceptionNet proved to be the best classifier as it provides highest accuracy for 

handcrafted, deep and fused features. The performance of proposed FHD is evaluated using Modified 

XceptionNet classifier for different number of epochs and the outcome is shown in Figure 8. Training phase 

includes 70% of the dataset and 30% is for testing. 

 
Figure 8. Performance of proposed FHD with Modified XceptionNet for various epochs 

 

It is observed from Figure 8 that, performance of the classifier increases with number of epochs. As a result of 

experimentation for various epochs, Modified Xception Net provides an accuracy of 95% in training and 

accuracy of 96.2% in testing for 100 epochs. The performance of proposed FHD with Modified XceptionNet is 

compared with few existing models and the results are provided in Table 8. 

 
Table 8. Comparison of proposed FHD with Modified XceptionNet and existing models 

90

91

92

93

94

95

96

97

25 50 75 100

Testing Accuracy Training Accuracy
Epochs

A
cc

u
ra

cy
(%

)

Performance of FHD with Modified XceptionNet
Training Accuracy Vs Testing Accuracy

Sl.No. Reference Method for feature extraction Classification model Accuracy (%) 

1 

Shankar, K., and 

Eswaran 

Perumal [47] 

Handcrafted features (LBP) + Deep 

features (Inception V3) 

Neural Network 

(MultiLayer Perceptron 

(MLP)) 

94.08 

2 Ayaz et al. [5]  
Handcrafted features (Gabor filter) + 

Deep features (Inception V3) 
Inception V3 86.23 

3 Ho et al. [20]  

Handcrafted features (Local 

descriptors, Radiomics features) + 

Deep features 

(ResNet18+DenseNet121) 

ResNet18+DenseNet121 94.10 

4 Li et al. [26] 

Handcrafted features (SIFT&Gabor) + 

Deep features (RibCage Network (RC 

Net)) 

RibCage Network (RC 

Net) 
94.10 

5 Zhang et al. [57] 

Handcrafted features (Local Binary 

Pattern (LBP) & Bag of Features 

(BoF)) + Deep features  

Deep Convolutional 

Neural Network 

(DCNN) 

85.47 

6 
Nanni L.S. et al. 

[39] 

Handcrafted features (Completed 

Local Binary Pattern (CLBP)) + Deep 

features ( 

Convolutional Neural 

Network (CNN) 
96.00 
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From Table 8, it is identified that the proposed FHD provides highest accuracy of 96.2% as it combines 

handcrafted and deep features. The main benefit of proposed FHD is that it extracts 50 handcrafted features 

using GLCM, GLDM, GLSZM and 256 deep features using Modified XceptionNet model. The second highest 

accuracy is provided by VGG16 model which is 96.1%. 

 

Conclusion 
An efficient feature extraction technique for deep learning based multi-level classification is developed in this 

research which extracts both handcrafted and deep features from the CXR images and utilize Modified 

XceptionNet for classification. This research work mainly focuses on fusion of handcrafted and deep features 

for multilevel classification which contains two levels namely first level classification with three classes such as 

Normal, Tuberculosis, Pneumonia and second level classification with two classes namely COVID-19 and 

Bacterial pneumonia. The proposed FHD extracts both handcrafted and deep features from CXR images. The 

performance of the proposed FHD with Modified XceptionNet is evaluated using performance metrics and it is 

also compared with other deep learning classification models such as VGG16, ResNet50 and MobileNetV2. 

With respect to the performance metrics, it is identified that the performance of fused features surpassed the 

performance of handcrafted and deep features. As a result of experimentation, proposed FHD and Modified 

XceptionNet outperforms other deep learning models with an accuracy of 96.2%. In future, the number of 

features can be reduced which will minimize the computational and time complexity and may also improve the 

classification accuracy.  
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